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**Figure 1.** Example outputs of HOLODECK—a large language model powered system, which can generate diverse types of environments (arcade, spa, museum), customize for styles (Victorian-style), and understand fine-grained requirements (“has a cat”, “fan of Star Wars”).
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**Abstract**

3D simulated environments play a critical role in Embodied AI, but their creation requires expertise and extensive manual effort, restricting their diversity and scope. To mitigate this limitation, we present HOLODECK, a system that generates 3D environments to match a user-supplied prompt fully automatedly. HOLODECK leverages a large language model (GPT-4) for common sense knowledge about what the scene might look like and uses a large collection of 3D assets from Objaverse to populate the scene with diverse objects. To address the challenge of positioning objects correctly, we prompt GPT-4 to generate spatial relational constraints between objects and then optimize the layout to satisfy those constraints. Our large-scale
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*Equal technical contribution. Work done while at PRIOR@AI2.
human evaluation shows that annotators prefer HOLODECK over manually designed procedural baselines in residential scenes and that HOLODECK can produce high-quality outputs for diverse scene types. We also demonstrate an exciting application of HOLODECK in Embodied AI, training agents to navigate in novel scenes like music rooms and daycares without human-constructed data, which is a significant step forward in developing general-purpose embodied agents.

1. Introduction

The predominant approach in training embodied agents involves learning in simulators [8, 23, 25, 38, 43, 54]. Generating realistic, diverse, and interactive 3D environments plays a crucial role in the success of this process.

Existing Embodied AI environments are typically crafted through manual design [6, 13, 25, 26], 3D scanning [8, 41, 43], or procedurally generated with hard-coded rules [7]. However, these methods require considerable human effort that involves designing a complex layout, using assets supported by an interactive simulator, and placing them into scenes while ensuring semantic consistency between the different scene elements. Therefore, prior work on producing 3D environments mainly focuses on limited environment types. To move beyond these limitations, recent works adapt 2D foundational models to generate 3D scenes from text [11, 18, 56]. However, these models often produce scenes with significant artifacts, such as mesh distortions, and lack the interactivity necessary for Embodied AI. Moreover, there are models tailored for specific tasks like floor plan generation [19, 45] or object arrangement [36, 52]. Although effective in their respective domains, they lack overall scene consistency and rely heavily on task-specific datasets.

In light of these challenges, we present HOLODECK, a language-guided system built upon AI2-THOR [25], to automatically generate diverse, customized, and interactive 3D embodied environments from textual descriptions. Shown in Figure 2, given a description (e.g., a 1b1b apartment of a researcher who has a cat), HOLODECK uses a Large Language Model (GPT-4 [35]) to design the floor plan, assign suitable materials, install the doorways and windows and arrange 3D assets coherently in the scene using constraint-based optimization. HOLODECK chooses from over 50K diverse and high-quality 3D assets from Objuverse [9] to satisfy a myriad of environment descriptions.

Motivated by the emergent abilities of Large Language Models (LLMs) [51], HOLODECK exploits the commonsense priors and spatial knowledge inherently present in LLMs. This is exemplified in Figure 1, where HOLODECK creates diverse scene types such as arcade, spa and museum, interprets specific and abstract prompts by placing relevant objects appropriately into the scene, e.g., an “R2-D2” on the desk for “a fan of Star Wars”. Beyond object selection and layout design, HOLODECK showcases its versatility in style customization, such as creating a scene in a “Victorian-style” by applying appropriate textures and designs to the scene and its objects. Moreover, HOLODECK demonstrates its proficiency in spatial reasoning, like devising floor plans for “three professors’ offices connected by a long hallway” and having regular arrangements of objects in the scenes. Overall, HOLODECK offers a broad coverage approach to 3D environment generation, where textual prompts unlock new levels of control and flexibility in scene creation.

The effectiveness of HOLODECK is assessed through its scene generation quality and applicability to Embodied AI. Through large-scale user studies involving 680 participants, we demonstrate that HOLODECK significantly surpasses existing procedural baseline PROCThor [7] in generating residential scenes and achieves high-quality outputs for various scene types. For the Embodied AI experiments, we focus on HOLODECK’s application in aiding zero-shot object navigation in previously unseen scene types. We show that agents trained on scenes generated by HOLODECK can navigate better in novel environments (e.g., Daycare and Gym) designed by experts.

To summarize, our contributions are three-fold: (1) We propose HOLODECK, a language-guided system capable of generating diverse, customized, and interactive 3D environments based on textual descriptions; (2) The human evaluation validates HOLODECK’s capability of generating residential and diverse scenes with accurate asset selection and realistic layout design; (3) Our experiments demonstrate that HOLODECK can aid Embodied AI agents in adapting to new scene types and objects during object navigation tasks.

2. Related Work

Embodied AI Environments. Previous work mainly relies on 3D artists to design the environments [6, 13, 25, 26, 38, 54], which is hard to scale up or construct scenes from 3D scans [41, 43, 46] to reduce human labor, but the scenes are less interactive. The procedural generation framework PROCThor [7] showcases its potential to generate large-scale interactive environments for training embodied agents. Phone2Proc [8] uses a phone scan to create training scenes that are semantically similar to the desired real-world scene. A concurrent work, RoboGen [50], proposes to train robots by generating diversified tasks and scenes. These works parallel our concept, HOLODECK, which aims to train generalizable embodied agents and presents an avenue for further exploration in text-driven 3D interactive scene generation.

Large Language Model for Scene Design. Many works on scene design either learn spatial knowledge priors from existing 3D scene databases [4, 29, 47–49, 52, 57] or leverage user input and refine the 3D scene iteratively [3, 5]. However, having to learn from datasets of limited categories such as
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1A fictional robot character in the Star Wars.
Early endeavors in 3D generation focus on learning the distribution of 3D shapes and/or textures from category-specific datasets [16, 33, 53, 55, 58]. Subsequently, the advent of large vision-language models like CLIP [40] enables zero-shot generation of 3D textures and objects [14, 20, 27, 30, 31, 37]. These works excel at generating 3D objects but struggle to generate complex 3D scenes. More recently, emerging works generate 3D scenes by combining pre-trained text-to-image models with depth prediction algorithms to produce either textured meshes or NeRFs [11, 18, 56]. However, these approaches yield 3D representations that lack modular composability and interactive affordances, limiting their use in embodied AI. In contrast, HOLODECK utilizes a comprehensive 3D asset database to generate semantically precise, spatially efficient, and interactive 3D environments suitable for training embodied agents.

**Text-driven 3D Generation.** Early endeavors in 3D generation focus on learning the distribution of 3D shapes and/or textures from category-specific datasets [16, 33, 53, 55, 58]. Subsequently, the advent of large vision-language models like CLIP [40] enables zero-shot generation of 3D textures and objects [14, 20, 27, 30, 31, 37]. These works excel at generating 3D objects but struggle to generate complex 3D scenes. More recently, emerging works generate 3D scenes by combining pre-trained text-to-image models with depth prediction algorithms to produce either textured meshes or NeRFs [11, 18, 56]. However, these approaches yield 3D representations that lack modular composability and interactive affordances, limiting their use in embodied AI. In contrast, HOLODECK utilizes a comprehensive 3D asset database to generate semantically precise, spatially efficient, and interactive 3D environments suitable for training embodied agents.

**3. HOLODECK**

HOLODECK is a promptable system based on AI2-THOR [7, 25], enriched with massive assets from Objaverse [9], which can produce diverse, customized, and interactive Embodied AI environments with the guidance of large language models.

As shown in Figure 2, HOLODECK employs a systematic approach to scene construction, utilizing a series of specialized modules: (1) the **Floor & Wall Module** develop floor plans, constructs wall structures and selects appropriate materials for the floors and walls; (2) the **Doorway & Window Module** integrates doorways and windows into the created environment; (3) the **Object Selection Module** retrieves appropriate 3D assets from Objaverse, and (4) the **Constraint-based Layout Design Module** arranges the assets within the scene by utilizing spatial relational constraints to ensure that the layout of objects is realistic.

In the following sections, we introduce our prompting approach that converts high-level user natural language specifications into a series of language model queries for constructing layouts. We then provide a detailed overview of each module shown in Figure 2 and how they contribute to the final scene. Finally, we illustrate how HOLODECK leverages Objaverse assets to ensure diversity in scene creation and efficiency for Embodied AI applications. Comprehensive details of HOLODECK can be found in the supplements.
Figure 3. Floorplan Customizability. HOLODECK can interpret complicated input and craft reasonable floor plans correspondingly.

Figure 4. Material Customizability. HOLODECK can adapt the floor and wall materials to make the scenes more realistic.

Figure 5. Door & window Customizability. HOLODECK can adjust the size, quantity, position, etc., of doors & windows based on the input.

Overall Prompt Design. Each module in Figure 2 takes information from a language model and converts it to elements included in the final layout. An LLM prompt is designed for each module with three elements: (1) Task Description: outlines the context and goals of the task; (2) Output Format: specifies the expected structure and type of outputs and (3) One-shot Example: a concrete example to assist the LLM’s comprehension of the task. The text within the blue dialog boxes of Figure 2 represents examples of simplified prompts. LLM’s high-level responses to these prompts are post-processed and then used as input arguments for the modules to yield low-level specifications of the scene.

The Floor & Wall Module, illustrated in the first panel of Figure 2, is responsible for creating floor plans, constructing wall structures, and selecting materials for floors and walls. Each room is represented as a rectangle, defined by four tuples that specify the coordinates of its corners. GPT-4 directly yields the coordinates for placing the rooms and suggests realistic dimensions and connectivity for these rooms. Figure 3 illustrates several examples of diverse layouts this module proposes where HOLODECK generates prompt-appropriate, intricate, multi-room floor plans.

This module also chooses materials for the floors and walls, which is crucial for enhancing the realism of environments. HOLODECK can match LLM proposals to one of 236 materials, each available in 148 colors, enabling semantic customization of scenes. As shown in Figure 4, HOLODECK can generate scenes with suitable materials based on the type of scene, such as opting for concrete walls and floors in a prison cell scenario. Inputs with specific texture requirements are often reflected in the final design, for example, “pink color”, “red wall bricks,” and “checkered floor”.

The Doorway & Window Module, illustrated in the second panel of Figure 2, is responsible for proposing room connections and windows. Each of these two properties is queried separately from the LLM. The LLM can propose doorways and windows that match 40 door styles and 21 window types, each of which can be modified by several properties, including size, height, quantity, etc. For instance, Figure 5 shows HOLODECK’s tailored designs on doors and windows, such as wider doors for “wheelchair accessibility” and multiple floor-to-ceiling windows in a “sunroom” setting.

2The complete prompts (available in the supplementary materials) include additional guidance for LLMs to avoid common errors we observe. For example, by adding a sentence, “the minimal area per room is 9 m²”, HOLODECK can avoid generating overly small rooms.
The **Object Selection Module** illustrated in the third panel of Figure 2, allows the LLM to propose objects that should be included in the layout. Leveraging the extensive Objaverse asset collection, **HOLODECK** can fetch and place diverse objects in the scene. Queries are constructed with LLM-predefined descriptions and dimensions, like “multi-level cat tower, 60 × 60 × 180 (cm)” to retrieve the optimal asset from Objaverse. The retrieval function\(^3\) considers visual and textual similarity and dimensions to ensure the assets match the design. Figure 6 shows the capability of **HOLODECK** to customize diverse objects on the floor, walls, on top of other items, and even on the ceiling.

The **Constraint-based Layout Design Module**, illustrated in the fourth panel of Figure 2, generates the positioning and orientation of objects. Previous work [10] shows LLM can directly provide the absolute value of the object’s bounding box. However, when attempting to place a diverse lot of assets within environments, this method frequently leads to out-of-boundary errors and object collisions. To address this, instead of letting LLM directly operate on numerical values, we propose a novel constraint-based approach that employs LLM to generate spatial relations between the objects, e.g., “coffee table, in front of, sofa”, and optimize the layout based on the constraints. Given the probabilistic nature of LLMs, **HOLODECK** can yield multiple valid layouts given the same prompt as shown in Figure 8.

**Spatial Relational Constraints.** We predefined ten types of constraints, organized into five categories: (1) Global: edge, middle; (2) Distance: near, far; (3) Position: in front of, side of, above, on top of; (4) Alignment: center aligned and (5) Rotation: face to. LLM selects a subset of constraints for each object, forming a scene graph for the room (examples shown in Figure 7). Those constraints are treated softly, allowing for certain violations when finding a layout to satisfy all constraints is not feasible. Besides those soft constraints, we enforce hard constraints to prevent object collisions and ensure that all objects are within the room’s boundaries.

**Constraint Satisfaction.** We first reformulate the spatial relational constraints defined above into mathematical conditions (e.g., two objects are center-aligned if they share the same x or y coordinate). To find layouts that satisfy constraints sampled by LLMs, we adopt an optimization algorithm to place objects autoregressively. The algorithm first uses LLM to identify an anchor object and then explores placements for the anchor object. Subsequently, it employs Depth-First-Search (DFS)\(^4\) to find valid placements for the remaining
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\(^3\)We use CLIP [40] to measure the visual similarity, Sentence-BERT [42] for the textual similarity, and 3D bounding box sizes for the dimension.

\(^4\)Given the linear nature of constraints, a Mixed Integer Linear Programming (MILP) solver can also be employed. While we assume the DFS
Figure 9. Comparative human evaluation of HOLODECK and PROC-THOR across three criteria. The pie charts show the distribution of annotator preferences, showing both the percentage and the actual number of annotations favoring each system.

It’s only valid if all the hard constraints are satisfied. For example, in Figure 7, bed is selected as the anchor object in the bedroom, and the nightstands are placed subsequently. The algorithm is executed for a fixed time (30 seconds) to get multiple candidate layouts and return the one that satisfies the most total constraints. We verify the effectiveness of our constraint-based layout in Sec 4.3.

Leveraging Objaverse Assets. HOLODECK is able to support the creation of diverse and customized scenes. We curate a subset of assets suitable for indoor design from Objaverse 1.0. These assets are further annotated by GPT-4-Vision [34] automatically with additional details, including textual descriptions, scale, canonical views, etc.  Together with the assets from PROC-THOR, our library encompasses 51,464 annotated assets. To import Objaverse assets into AI2-THOR for embodied AI applications, we optimize the solver in our experiments, we analyze the MILP solver in the supplements.

In the following sections, we will evaluate the quality and utility of the scenes generated by HOLODECK.

4. Human Evaluation

We conduct comprehensive human evaluations to assess the quality of HOLODECK scenes, with a total of 680 graduate students participating in three user studies: (1) a comparative analysis on residential scenes with PROC-THOR as the baseline; (2) an examination of HOLODECK’s ability in generating diverse scenes, and (3) an ablation study to validate the effectiveness of our layout design method. Through these user studies, we demonstrate that HOLODECK can create residential scenes of better quality than previous work while being able to extend to a wider diversity of scene types.

4.1. Comparative Analysis on Residential Scenes

This study collects human preference scores to compare HOLODECK with PROC-THOR [7], the sole prior work capable of generating complete, interactable scenes. Our comparison focuses on residential scenes, as PROC-THOR is limited to four types: bathroom, bedroom, kitchen, and living room.

Setup. We prepared 120 scenes for human evaluation, comprising 30 scenes per scene type, for both HOLODECK and the PROC-THOR baseline. The PROC-THOR baseline has access to the same set of Objaverse assets as HOLODECK. For HOLODECK, we take the scene type, e.g., “bedroom”, as the prompt to generate the scenes. We pair scenes of the same scene type from the two systems, resulting in 120 paired scenes for human evaluation. For each paired scene, we display two shuffled top-down view images of the scenes from the two systems. We ask the annotator to choose which scene is better or equally good based on three questions: (1) Asset Selection: which selection of 3D assets is more accurate/faithful to the scene type? (2) Layout Coherence: which arrangement of 3D assets adheres better to realism and common sense (considering the position and orientation)? and (3) Overall Preference: which of the two scenes would you prefer given the scene type?

Humans prefer HOLODECK over PROC-THOR. Figure 9 presents a clear preference for HOLODECK in the comparative human evaluation against PROC-THOR, with a majority of annotators favoring HOLODECK for Asset Selection (59.8%), Layout Coherence (56.9%), and showing a significant preference in Overall Preference (64.4%).

In addition to human judgments, we employ CLIP Score to quantify the visual coherence between the top-down view of the scene and its corresponding scene type embedded in a prompt template “a top-down view of [scene type]”. Besides, we add human-designed scenes from iTHOR [25] as the upper bound for reference. Figure 10 shows the CLIP scores of HOLODECK exceed PROC-THOR with great margins and closely approach the performance of iTHOR, demonstrating HOLODECK’s ability to generate visually coherent scenes faithful to the designated scene types. The CLIP Score experiment agrees with our human evaluation.

6Here, we use OpenCLIP [22] with ViT-L/14 trained on LAION-2B [44]. We use cosine similarity times 100 as the CLIP Score.

2GPT-4-Vision can take in multiple images, we prompt it with multi-view screenshots of 3D assets to get the annotations.
4.2. Holodeck on Diverse Scenes

To evaluate Holodeck’s capability beyond residential scenes, we have humans rate its performance on 52 scene types7 from MIT Scenes Dataset [39], covering five categories: Stores (deli, bakery), Home (bedroom, dining room), Public Spaces (museum, locker room), Leisure (gym, casino) and Working Space (office, meeting room).

Setup. We prompt Holodeck to produce five outputs for each type using only the scene name as the input, accumulating 260 examples across the 52 scene types. Annotators are presented with a top-down view image and a 360-degree video for each scene and asked to rate them from 1 to 5 (with higher scores indicating better quality), considering asset selection, layout coherence, and overall match with the scene type. To provide context for these scores, we include residential scenes from ProcTHOR and iTHOR in this study, with 20 scenes from each system.

Holodeck can generate satisfactory outputs for most scene types. Figure 11 demonstrates the human preference scores for diverse scenes with qualitative examples. Compared to ProcTHOR’s performance in residential scenes, Holodeck achieves higher human preference scores over half of (28 out of 52) the diverse scenes. Given that ProcTHOR relies on human-defined rules and residential scenes are relatively easy to build with common objects and simple layout, Holodeck’s breadth of competence highlights its robustness and flexibility in generating various indoor environments. However, we notice that Holodeck struggles with scenes requiring more complex layouts such as
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7Limited by the ProcTHOR framework, we filter those scenes types that require special structures such as swimming pool, subway, etc.

Table 1. Mean Reciprocal Rank (↑) of different layouts ranked by human. Constraint: using spatial relational constraints; Absolute: LLM-defined absolute positions; Random: randomly place the objects and Edge: place objects at the edge of the room.

<table>
<thead>
<tr>
<th>Method</th>
<th>Bathroom</th>
<th>Bedroom</th>
<th>Kitchen</th>
<th>Living Room</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute</td>
<td>0.369</td>
<td>0.343</td>
<td>0.407</td>
<td>0.336</td>
<td>0.364</td>
</tr>
<tr>
<td>Random</td>
<td>0.422</td>
<td>0.339</td>
<td>0.367</td>
<td>0.348</td>
<td>0.369</td>
</tr>
<tr>
<td>Edge</td>
<td>0.596</td>
<td>0.657</td>
<td>0.655</td>
<td>0.672</td>
<td>0.706</td>
</tr>
<tr>
<td>Constraint</td>
<td>0.696</td>
<td>0.745</td>
<td>0.654</td>
<td>0.728</td>
<td>0.706</td>
</tr>
</tbody>
</table>

---

4.3. Ablation Study on Layout Design

This user study aims to validate the effectiveness of Holodeck’s constraint-based layout design method.

Baselines. We consider four layout design methods: (1) Constraint: the layout design method of Holodeck; (2) Absolute: directly obtaining the absolute coordinates and orientation of each object from LLM akin to LayoutGPT [10]; (3) Random: randomly place all objects in the room without collision; (4) Edge: place objects at the edge of the room.

Constraint-based layout is more reliable. Table 1 reports the Mean Reciprocal Rank of different layout design meth-
Pretraining on \textit{+} \textit{P}zbekTHOR is the model pretrained on \textit{P}zbekTHOR-10K \cite{7}. \textit{+OJABVERSE} and \textit{+HOLEDECK} stand for models finetuned on \textit{OJABVERSE} and \textit{HOLEDECK}, respectively. We report Success (%) and Success weighted by Path Length (SPL).

<table>
<thead>
<tr>
<th>Method</th>
<th>Office Success</th>
<th>Office SPL</th>
<th>Daycare Success</th>
<th>Daycare SPL</th>
<th>Music Room Success</th>
<th>Music Room SPL</th>
<th>Gym Success</th>
<th>Gym SPL</th>
<th>Arcade Success</th>
<th>Arcade SPL</th>
<th>Average Success</th>
<th>Average SPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>3.90</td>
<td>0.039</td>
<td>4.05</td>
<td>0.041</td>
<td>5.20</td>
<td>0.052</td>
<td>2.84</td>
<td>0.029</td>
<td>2.54</td>
<td>0.025</td>
<td>3.71</td>
<td>0.037</td>
</tr>
<tr>
<td>\textit{PROC}THOR \cite{7}</td>
<td>8.77</td>
<td>0.031</td>
<td>2.87</td>
<td>0.011</td>
<td>6.17</td>
<td>0.027</td>
<td>0.68</td>
<td>0.002</td>
<td>2.06</td>
<td>0.005</td>
<td>4.11</td>
<td>0.015</td>
</tr>
<tr>
<td>\textit{+OJABVERSE} (ours)</td>
<td>18.42</td>
<td>0.068</td>
<td>8.99</td>
<td>0.061</td>
<td>25.69</td>
<td>0.157</td>
<td>18.79</td>
<td>0.101</td>
<td>13.21</td>
<td>0.076</td>
<td>17.02</td>
<td>0.093</td>
</tr>
<tr>
<td>\textit{+HOLEDECK} (ours)</td>
<td>25.05</td>
<td>0.127</td>
<td>15.61</td>
<td>0.127</td>
<td>31.08</td>
<td>0.202</td>
<td>18.40</td>
<td>0.110</td>
<td>11.64</td>
<td>0.069</td>
<td>20.40</td>
<td>0.127</td>
</tr>
</tbody>
</table>

Table 2. Zero-shot ObjectNav on NOVELTYTHOR. \textit{PROC}THOR is the model pretrained on \textit{PROC}THOR-10K \cite{7}. \textit{+OJABVERSE} and \textit{+HOLEDECK} stand for models finetuned on \textit{OJABVERSE} and \textit{HOLEDECK}, respectively. We report Success (%) and Success weighted by Path Length (SPL).

Figure 12. Zero-shot object navigation in novel scenes. Given a novel scene type, e.g., Music Room, HOLEDECK can synthesize new scenes for fine-tuning to improve the performance of pretrained agents in expert-designed environments.

HOLEDECK’s constraint-based approach outperforms the other methods significantly on bathroom, bedroom and living room. CONSTRAINT and EDGE perform similarly on kitchen, where it is common to align most objects against walls. The ABSOLUTE method performs no better than RANDOM due to its tendency to create scenes with collision and boundary errors (see examples in the supplement), typically rated poorly by humans. These results endorse spatial relational constraints as a viable strategy for generating scenes that adhere to commonsense logic.

5. Object Navigation in Novel Environments

As illustrated in Figure 12, one application of HOLEDECK is synthesizing training environments to better match a novel testing distribution. To study this application, we consider ObjectNav \cite{1}, a common task in which a robot must navigate toward a specific object category. As existing benchmarks \cite{6, 7, 41} for ObjectNav consider only household environments and support a very limited collection of object types (16 object types in total combining the above benchmarks), we introduce NOVELTYTHOR, an artist-designed benchmark to evaluate embodied agents in diverse environments. Subsequently, we use the ObjectNav model pretrained on PROC}THOR-10K \cite{25} and finetune it on 100 scenes generated by HOLEDECK. These scenes are created by prompting HOLEDECK with the novel scene type as input. The model is then evaluated on NOVELTYTHOR.

NOVELTYTHOR. We have two professional digital artists manually create 10 novel testing environments with two examples for each of the five categories: Office, Daycare, Music Room, Gym, and Arcade. Each scene contains novel object types not included in the existing ObjectNav tasks, e.g., “piano” in Music Room, “treadmill” in Gym, etc. Across NOVELTYTHOR, there are 92 unique object types.

Baselines. For all methods except the one of random action, we use the same pre-trained ObjectNav model from PROC}THOR-10K \cite{25}, which has been trained for ≈400M steps to navigate to 16 object categories. To adapt the agent to novel scenes without human-construct training data, we consider two methods: (1) \textit{+HOLEDECK}: we prompt HOLEDECK to automatically create 100 scenes for each scene type; (2) \textit{+OJABVERSE}: a strong baseline by enhancing PROC}THOR with HOLEDECK’s scene-type-specific object selection, specifically, those scenes are populated with similar Objaverse assets chosen by HOLEDECK.

Model. Our ObjectNav models use the CLIP-based architectures of \cite{24}, which contains a CNN visual encoder and a GRU to capture temporal information. We train each model with 100 scenes for 50M steps, which takes approximately one day on 8 Quadro RTX 8000 GPUs. We select the checkpoint of each model based on the best validation performance on its own validation scenes.

Results. Table 2 shows zero-shot performance on NOVELTYTHOR. HOLEDECK achieves the best performance on average and surpasses baselines with considerable margins on Office, Daycare, and Music Room. On Gym and Arcade, \textit{+HOLEDECK} and \textit{+OJABVERSE} perform similarly. Given that the main difference between \textit{+HOLEDECK} and \textit{+OJABVERSE} scenes is in the object placements, the observed difference suggests that HOLEDECK is more adept at creating layouts that resemble those designed by humans. For example, we can observe in Figure 12 that the music room in NOVELTYTHOR contains a piano, violin cases, and cellos that are in close proximity to each other. The music room generated by HOLEDECK also shows a similar arrangement of these objects, highlighting the “commonsense” understanding of our method. PROC}THOR struggles in NOVELTYTHOR, often indistinguishably from random, because of poor object coverage during training.

\footnote{Here, we prompt with the scene name and its paraphrases to get more diverse outputs, e.g., we use “game room”, “amusement center” for Arcade.}
We propose **HOLODECK**, a system guided by large language models to generate diverse and interactive Embodied AI environments with text descriptions. We assess the quality of **HOLODECK** with large-scale human evaluation and validate its utility in Embodied AI through object navigation in novel scenes. We plan to add more 3D assets to **HOLODECK** and explore its broader applications in Embodied AI in the future.
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A. Details of HOLODECK

A.1. Efficiency and Cost

To create an interactive house of \( k \) rooms, HOLODECK uses \( 3+3 \times k \) API calls. More specifically, utilizing OpenAI’s gpt-4-1106-preview model incurs an approximate cost of $0.2 per room. With our current implementation, HOLODECK can generate a single room in about 3 minutes. This includes the time for API calls and layout optimization using a MacBook equipped with an M1 chip.

A.2. Floor & Wall Modules

In the LLM outputs in the Floor Module, the following details are provided for each room:
- **room type**: the room’s name, e.g., kitchen, bedroom.
- **floor material**: a description of the floor’s appearance.
- **wall material**: a description of the wall’s appearance.
- **vertices**: four tuples \( \{(x_i, y_i), i \in [1, 2, 3, 4]\} \), representing the coordinates of the room’s corners.

**Material Selection.** We have an image representation for each of 236 materials, consistent with the material setup in PROCTHOR [7]. Using CLIP\(^{10}\) [40], we calculate the similarity between the material descriptions provided by the Large Language Model (LLM) and these images. The material with the highest similarity score is selected. Additionally, we utilize the 148 colors from Matplotlib [21] to refine the material selection by choosing the color closest to the description with CLIP.

**Wall height.** We have the LLM suggest a suitable wall height based on the user’s input. For example, it may recommend a high ceiling for commercial spaces like museums.

A.3. Doorway & Window Modules

In HOLODECK, we take advantage of the diverse collection of doors and windows introduced in PROCTHOR [7], featuring a diverse collection of 40 doors (refer to examples in Figure 13) and 21 windows (see Figure 14). The LLM provides essential information to aid in the selection of doors:
- **room 1 & room 2**: the two rooms connected by the door, for example, bedroom and kitchen.
- **connection type**: one of the three connection types: *doorframe* (frame without a door), *doorway* (frame with a door), and *open* (no wall separating the rooms).
- **size**: the size of the door: *single* (one meter in width) or *double* (two meters in width).
- **door style**: a description of the door’s appearance.

We have an image for each door, and we utilize CLIP to select the door that most closely matches the description. We have the LLM provide the following data about windows:

\(^{9}\)Procthor splits the sets of materials into wall and floor materials. For HOLODECK, we merge them in one pool for retrieval.

\(^{10}\)We employ OpenCLIP [22] with ViT-L/14, trained on the LAION-2B dataset [44], for all CLIP-related components in this paper.

### Figure 13. Examples of different doors in HOLODECK.

<table>
<thead>
<tr>
<th></th>
<th>doorway</th>
<th>doorframe</th>
</tr>
</thead>
<tbody>
<tr>
<td>single</td>
<td><img src="single_door.png" alt="image" /></td>
<td><img src="single_doorframe.png" alt="image" /></td>
</tr>
<tr>
<td>double</td>
<td><img src="double_door.png" alt="image" /></td>
<td><img src="double_doorframe.png" alt="image" /></td>
</tr>
</tbody>
</table>

### Figure 14. Examples of different windows in HOLODECK.

<table>
<thead>
<tr>
<th></th>
<th>fixed</th>
<th>slider</th>
<th>hung</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="fixed_window.png" alt="image" /></td>
<td><img src="slider_window.png" alt="image" /></td>
<td><img src="hung_window.png" alt="image" /></td>
<td></td>
</tr>
</tbody>
</table>

- **room type**: the room where the window will be installed.
- **direction**: the wall’s direction (south, north, east, or west) where the window will be placed.
- **type**: one of the three window types: *fixed, slider* or *hung*.
- **size**: the width and height of the window.
- **quantity**: the number of windows installed on each wall.
- **height**: the distance from the floor to the window’s base.

### A.4. Object Selection Module

In Objaverse, each 3D asset \( o \in O \) is associated with the following metadata - a textual description of the asset \( t \), the 3D bounding box size of the asset \( (w, d, h) \), and a set of 2D images \( I \) captured from three different angles \((0^\circ, 45^\circ, \text{and} -45^\circ)\). For each object proposed by LLM \( o' \), we have the LLM output a detailed description of the object \( t' \) and its 3D bounding box size \((w', d', h')\) for retrieval purposes. To evaluate the similarity between a candidate 3D asset in the repository \( o = (t, (w, d, h), I) \) and the object proposed by the LLM \( o' = (t', (w', d', h'), I) \), we use three metrics:

- **Visual Similarity** \((\mathcal{V})\) measures the CLIP similarity between the 2D renderings of the candidate asset and the textual description of the LLM-proposed object: \( \mathcal{V}(o, o') = \max_{i \in I} \text{CLIP}(i, t') \).
- **Textual Similarity** \((\mathcal{T})\) measures the similarity between the textual description of the candidate 3D asset and the textual description of the LLM-proposed object. This metric is crucial in improving the accuracy of the retrieval process since it ensures that we retrieve the asset within the correct category. We use the sentence transformer (SBERT) [42] with all-mpnet-base-v2 checkpoint to calculate the scores: \( \mathcal{T} = \text{SBERT}(t, t') \).
- **Size Discrepancy** \((\mathcal{S})\) measures the discrepancy in the size of the 3D bounding box size of the candidate as-
set and the LLM-proposed object. There are similar objects with different sizes in the asset repository, and the size of objects is an important factor in designing scenes, e.g., we need a larger sofa for a large living room. The size matching score is computed as: \( S(o, o') = |w - w'| + |h - h'| + |d - d'| / 3 \). Two objects of similar size will have a smaller value of \( S \).

The overall matching score \( M(o, o') \) is a weighted sum of the above metrics:

\[
M(o, o') = \alpha \cdot V(o, o') + \beta \cdot T(o, o') - \gamma \cdot S(o, o')
\]

with weights \( \alpha = 100 \), \( \beta = 1 \), and \( \gamma = 10 \). The asset with the highest matching score is selected.

### A.5. Layout Design Module

In this module, we position the set of objects \( O \) chosen in Sec A.4, applying spatial relational constraints provided by the LLM. We define various constraints for floor objects:

- **Global constraint**: edge; middle.
- **Distance constraint**: near (object); far (object).
- **Position constraint**: in front of (object); side of (object).
- **Alignment constraint**: center align with (object).
- **Direction constraint**: face to (object).

The LLM can combine these constraints to form a constraint list \( C_o \) for each object \( o \in O \). For instance, as shown in Figure 15, the constraints for a “coffee table” are [middle, in front of (sofa), face to (sofa), near (sofa)].

For floor object placement, we employ two solvers: Depth-First-Search (DFS) Solver and Mixed Integer Linear Programming (MILP) [2] Solver.

**Depth-First-Search Solver.** In the DFS solver, each object is defined by five variables \( (x, y, w, d, \text{rotation}) \). \( (x, y) \) is the 2D coordinates of the object’s center, \( w \) and \( d \) are the width and depth of the 2D bounding box of the object, and rotation can be one of \( 0^\circ \), \( 90^\circ \), \( 180^\circ \), and \( 270^\circ \). The constraints listed above are treated softly, allowing certain violations when finding a layout. Beyond these soft constraints, we implement hard constraints essential for object placement: these constraints prevent object collisions and ensure that objects remain within the designated room boundaries. Violation of these hard constraints results in the object not being placed. Figure 15 demonstrates that our DFS solver initiates grids to establish a finite search space. It first explores different placements for the anchor object selected by the LLM. Subsequent steps involve optimizing the placement for the remaining objects, adhering to the hard constraints, and satisfying as many soft constraints as possible. The algorithm can yield multiple solutions, with the final selection meeting the most constraints.

**Mixed Integer Linear Programming (MILP) Solver** is particularly effective for structured layout design. It optimizes a linear objective function subject to linear constraints with some non-discrete variables. This approach is well-suited for our layout optimization problem in HOLODECK.

In our MILP formulation, each object’s position is determined by four variables: \( (x, y, \text{rotate}_{90}, \text{rotate}_{180}) \). The variables \( \text{rotate}_{90} \) and \( \text{rotate}_{180} \) are boolean, indicating rotations of 90 and 180 degrees, respectively. For example, if \( \text{rotate}_{90} \) and \( \text{rotate}_{180} \) are both true, it signifies a 270-degree rotation of the object. We translate all previously mentioned constraints into linear ones for the MILP problem. For instance, to align Object A with Object B at the center, a constraint in the form of \( A_x = B_x \) or \( A_y = B_y \) is implemented, where \( A_x \), \( A_y \), and \( B_x \), \( B_y \) represent the centers of Objects A and B, respectively. Note that the constraint is non-linear due to the OR operator. To model this linearly in MILP, we introduce binary auxiliary variables and additional constraints to capture the logic of the OR condition. For solving the MILP, we utilize GUROBI [15], a state-of-the-art solver known for its efficiency and robustness.

In MILP solver, all constraints specified in the previous section are applied as hard constraints except that the Distance constraints \((\text{near} \text{ and} \text{ far})\) are uniquely modeled as part of the objective. For a visual comparison of these solvers’ outcomes in HOLODECK, refer to Figure 21.

**Wall & Small Objects.** The placement of wall objects is determined by two specific attributes:

- **Above (Floor Object):** This denotes the floor object di-

---

11The evaluation of an object’s placement is based on the number of constraints satisfied. Placements that satisfy a greater number of constraints receive higher weights. However, any placement that violates hard constraints is rejected.
A.7. Importing Objaverse Assets into AI2-THOR

The transformation of Objaverse assets into interactive objects in AI2-THOR involves a complex, multi-step pipeline.

Initially, the process starts with downloading and converting various 3D models into a mesh format optimized for runtime loading. We then generate visibility points on the mesh surface, enabling AI2-THOR to determine object visibility. This is followed by 3D decomposition, where the mesh is split into simpler convex meshes to facilitate rapid and realistic collision detection. The final step involves compressing textures (i.e., albedo, normal, and emission) and the model format to streamline performance.

Handling many assets in numerous scenes is challenging, mainly due to the large mesh counts of Objaverse assets and the traditional compile-time asset packaging approach of game engines like Unity. To address this, we implement caching layers for objects, reducing the loading time for repeated use in different scenes. Additionally, we develop a system to unload objects from memory, allowing efficient management of thousands of 3D objects at runtime.

B. Prompt

The complete prompt templates of HOLODECK’s modules are provided in Figure 17 and 18. The prompt for annotating 3D assets using GPT-4-V is shown in Figure 19.

C. Qualitative Examples

In Figure 20, we showcase an additional 20 scenes generated by HOLODECK. These 20 scene types are chosen from the MIT dataset [39], distinct from examples in the main paper. Figure 21 presents a comparative analysis of layouts created by five methods. Figure 22 offers a visual comparison of residential scenes from iTHOR, PROCThor, and HOLODECK, highlighting the differences and capabilities of each system.

D. NoveltyThor

NoveltyThor comprises human-designed scenes crafted to challenge embodied agents in unique and diverse environments with a wide array of assets from Objaverse.

To integrate Objaverse assets into Unity, we developed tools that run a conversion pipeline on various operating systems, including macOS and Windows. This flexibility also enables the inclusion of assets beyond those found in Objaverse. A user-friendly interface was designed for our artists and designers, facilitating asynchronous asset integration while optimizing storage efficiency.

The critical step of this process is the generation of Unity templates (prefabs) for the assets and their associated resources, leading to the creation of the scenes discussed in this paper. Figures 23 and 24 showcase top-down views of the 10 NoveltyThor scenes, spanning five categories.
Floor plan Prompt: You are an experienced room designer. Please assist me in crafting a floor plan. Each room is a rectangle. You need to define the four coordinates and specify an appropriate design scheme, including each room's color, material, and texture. Assume the wall thickness is zero. Please ensure that all rooms are connected, not overlapped, and do not contain each other. The output should be in the following format: room name | floor material | wall material | vertices (coordinates). Note: the units for the coordinates are meters. For example:

- living room | maple hardwood, matte | light grey drywall, smooth | [(0, 0), (0, 8), (5, 8), (5, 0)]
- kitchen | white hex tile, glossy | light grey drywall, smooth | [(5, 0), (5, 5), (8, 5), (8, 0)]

Here are some guidelines for you:
1. A room's size range (length or width) is 3m to 8m. The maximum area of a room is 48 m². Please provide a floor plan within this range and ensure the room is not too small or too large.
2. It is okay to have one room in the floor plan if you think it is reasonable.
3. The room name should be unique.

Now, I need a design for {input}.

Additional requirements: {additional_requirements}.

Your response should be direct and without additional text at the beginning or end.

Wall Height Prompt: I am now designing {input}. Please help me decide the wall height in meters. Answer with a number, for example, 3.0. Do not add additional text at the beginning or in the end.

Doorway Prompt: I need assistance in designing the connections between rooms. The connections could be of three types: doorframe (no door installed), doorway (with a door), or open (no wall separating rooms). The sizes available for doorframes and doorways are single (1m wide) and double (2m wide).

Ensure that the door style complements the design of the room. The output format should be: room 1 | room 2 | connection type | size | door style. For example:

- exterior | living room | doorway | double | dark brown metal door
- living room | kitchen | open | N/A | N/A
- living room | bedroom | doorway | single | wooden door with white frames

The design under consideration is {input}, which includes these rooms: {rooms}.

The length, width, and height of each room in meters are: {room_sizes}

Certain pairs of rooms share a wall: {room_pairs}. There must be a door to the exterior.

Adhere to these additional requirements {additional_requirements}.

Provide a concise response succinctly, without additional text at the beginning or end.

Window Prompt: Guide me in designing the windows for each room. The window types are: fixed, hung, and slider. The available sizes (width x height in cm) are:

- fixed: (92, 120), (150, 92), (150, 120), (150, 180), (240, 120), (240, 180)
- hung: (87, 160), (96, 91), (120, 160), (130, 67), (130, 87), (130, 130)
- slider: (91, 92), (120, 61), (120, 91), (120, 120), (150, 92), (150, 120)

Your task is to determine the appropriate type, size, and quantity of windows for each room, bearing in mind the room's design, dimensions, and function.

Please format your suggestions as follows: room | wall direction | window type | size | quantity | window base height (cm from floor). For example: living room | west | fixed | (130, 130) | 1 | 50

I am now designing {input}. The wall height is {wall_height} cm.

The walls available for window installation (direction, width in cm) in each room are: {walls}

Please note: It is not mandatory to install windows on every available wall. Within the same room, all windows must be the same type and size. Also, adhere to these additional requirements: {additional_requirements}.

Provide a concise response, omitting any additional text at the beginning or end.

Figure 17. Prompt templates for Floor Module, Wall Module, Doorway Module, and Window Module.
Object Selection Prompt: You are an experienced room designer, please assist me in selecting large *floor*/*wall* objects and small objects on top of them to furnish the room. You need to select appropriate objects to satisfy the customer’s requirements. You must provide a description and desired size for each object since I will use it to retrieve objects. If multiple identical items are to be placed in the room, please indicate the quantity and variance type (same or varied). Present your recommendations in JSON format:

```json
{
  "object_name": {
    "description": "a short sentence describing the object,
    "location": "floor" or "wall",
    "size": the desired size of the object, in the format of a list of three numbers, [length, width, height] in centimeters,
    "quantity": the number of objects (int),
    "variance_type": "same" or "varied",
    "objects_on_top": a list of small children objects (can be empty) which are placed *on top of* this object. For each child object, you only need to provide the object name, quantity and variance type. For example, {"object_name": "book", "quantity": 2, "variance_type": "varied" }
  }
}
```

*ONE-SHOT EXAMPLE*

Currently, the design in progress is *INPUT*, and we are working on the *ROOM_TYPE* with the size of ROOM_SIZE. Please also consider the following additional requirements: REQUIREMENTS. Here are some guidelines for you:

1. Provide reasonable type/style/quantity of objects for each room based on the room size to make the room not too crowded or empty.
2. Do not provide rug/mat, windows, doors, curtains, and ceiling objects which have been installed for each room.
3. I want at least 10 types of large objects and more types of small objects on top of the large objects to make the room look more vivid.

Please first use natural language to explain your high-level design strategy for *ROOM_TYPE*, and then follow the desired JSON format *strictly* (do not add any additional text at the beginning or end).

Layout Design Prompt: You are an experienced room designer. Please help me arrange objects in the room by assigning constraints to each object. Here are the constraints and their definitions:

1. global constraint:
   1) edge: at the edge of the room, close to the wall, most of the objects are placed here.
   2) middle: not close to the edge of the room.
2. distance constraint:
   1) near, object: near to the other object, but with some distance, 50cm < distance < 150cm.
   2) far, object: far away from the other object, distance >= 150cm.
3. position constraint:
   1) in front of, object: in front of another object.
   2) side of, object: on the side (left or right) of another object.
4. alignment constraint: 1) center aligned, object: align the center of the object with the center of another object.
5. Rotation constraint: 1) face to, object: face to the center of another object.

For each object, you must have one global constraint and you can select various numbers of constraints and any combinations of them and the output format must be: object | global constraint | constraint 1 | constraint 2 | ... For example: sofa-0 | edge
coffee table-0 | middle | near, sofa-0 | in front of, sofa-0 | center aligned, sofa-0 | face to, sofa-0
tv stand-0 | edge | far, coffee table-0 | in front of, coffee table-0 | center aligned, coffee table-0 | face to, coffee table-0

Here are some guidelines for you:

1. I will use your guideline to arrange the objects *iteratively*, so please start with an anchor object which doesn’t depend on the other objects (with only one global constraint).
2. Place the larger objects first.
3. The latter objects could only depend on the former objects.
4. The objects of the *same type* are usually *aligned*.
5. I prefer objects to be placed at the edge (the most important constraint) of the room if possible which makes the room look more spacious.
6. Chairs must be placed near to the table/desk and face to the table/desk.

Now I want you to design {room_type} and the room size is {room_size}. Here are the objects that I want to place in the {room_type}: {objects}

Please first use natural language to explain your high-level design strategy, and then follow the desired format *strictly* (do not add any additional text at the beginning or end) to provide the constraints for each object.

Figure 18. Prompt templates for Object Selection Module and Layout Design Module.
3D Asset annotation Prompt: Please annotate this 3D asset with the following values (output valid JSON):

```
"annotations": {
  "category": a category such as "chair", "table", "building", "person", "airplane", "car", "seashell", "fish", etc. Try to be more specific than "furniture",
  "synset": the synset of the object that is most closely related. This could be "cat.n.01", "glass.n.03", "bank.n.02",
  "width": approximate width in cm. For a human being, this could be "45",
  "length": approximate length in cm. For a human being, this could be "25",
  "height": approximate height in cm. For a human being, this could be "182",
  "volume": approximate volume in cm$^3$. For a human being, this could be "62000",
  "mass": approximate mass in kilogram. For a human being, this could be "72",
  "frontView": which of the views represents the front of the object (value should be an integer with the first image being 0). Note that the front view of an object, including furniture, tends to be the view that exhibits the highest degree of symmetry,
  "description": a description of the object (don't use the term "3D asset" here),
  "materials": a Python list of the materials that the object appears to be made of (roughly in order of most used material to least used),
  "onCeiling": whether this object can appear on the ceiling or not, return true or false with no explanations. This would be true for a ceiling fan but false for a chair,
  "onWall": whether this object can appear on the wall or not, return true or false with no explanations. This would be true for a painting but false for a table,
  "onFloor": whether this object can appear on the floor or not, return true or false with no explanations. This would be true for a piano but false for a curtain,
  "onObject": whether this object can appear on another object or not, return true or false with no explanations. This would be true for a laptop but not for a sofa }
```

Please output the JSON now.

Figure 19. Prompt template for annotating 3D assets with GPT-4-V.

Figure 20. Additional examples of different scene types from MIT Scenes [39].
Figure 21. Qualitative comparison of the different layout methods.
Figure 22. Qualitative examples on four types of residential scenes from iTHOR, PROCTHOR, and HOLODECK.

Figure 23. Top-down view of NOVELTYTHOR. Each scene type has two instances.
Figure 24. Top-down view of NOVELYTHOR (continued).